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Abstract: This article traces the evolution of natural language processing (NLP) technologies from early statistical models
like N-grams to contemporary deep learning frameworks such as recurrent neural networks (RNNs) and transformer-based
architectures like BERT and GPT. It discusses how these advancements have revolutionized tasks like information
extraction and machine translation, enabling more efficient linguistic data processing and reducing the dependency on
manually labelled datasets. Despite challenges such as computational intensity, modern NLP continues to push boundaries
in understanding and generating human language, driving significant advancements in various practical applications.
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1. Introduction

Long before the rise of deep learning, natural language processing technology was developed successfully and had
many practical applications; at that time, it was mainly based on statistics and natural language processing [1]. The
basic idea is to obtain statistical information on words and words in a large corpus, such as the extensive
N-metalanguage model. Its principle can be understood as follows: suppose that in a sentence, the probability of
the occurrence of the current word is related to the N-1 words in front of it [2]. The commonly used binary
language model assumes that the probability of the occurrence of the current word is related to only one word in
front of it. The formula is shown in Formula 1.

� �� = � �1 ∙ � �2 �1 ∙ � �3 �2 ⋯� �� ��−1 (1)

The probability of the current word wn is only related to the previous work w(n-1), and w(n-1) is only related to
w(n-2), and so on. The model established in this way can be applied to scenarios such as machine translation and
intelligent question answering [3]. Its advantage is that it avoids complex and clumsy grammar-based rule design,
and it can achieve higher indexes in various tasks such as translation and information extraction by using only the
binary model. However, this statistics-based language model also has disadvantages [4]. For example, in order to
fully tap the features of the corpus, when N is obtained to a large extent, the number of parameters in the model
increases exponentially, which will cause great difficulties in the deployment of the model.

2. Natural Language Processing based on Deep Learning

At present, the mainstream ideas of natural language processing technology mainly include recurrent neural
networks (RNN) [5], models based on pre-training and methods based on prompt words.

2.1 Recurrent Neural Network (RNN)

Recurrent neural network is very suitable for processing serialized data, its basic idea is similar to binary model,
but the processing method is very different. First of all, all words will be encoded as word vectors, and this
technology has existed before deep learning [6-8]. For example, word2vec represents each word as a

https://www.woodyinternational.com/
http://creativecommons.org/licenses/BY/4.0/


Alexander, Tatyana, & Nikolai. (2024). Journal of Artificial Intelligence and Information, 1, 17–23.

18

512-dimensional vector and carries out statistical learning in a large corpus. The obtained model has a great feature,
that is, the cosine distance between synonyms is very close. This also makes perfect sense. Secondly, recurrent
neural network uses artificial neural network to process the relationship between words. In the model, words
participate in the calculation in the form of feature vectors [9]. Finally, the recurrent neural network uses
parameter-sharing technology to compress the parameter number of the model, which significantly facilitates the
deployment and application of the model.

The recurrent neural network can handle the word context well with a small number of parameters and at the same
time, improve the effect of information extraction, machine translation, intelligent question answering and other
tasks. However, it still does not fully mine the information in large corpora, and the use of corpus is limited to the
generation of word vectors in the model [10]. If the model is to achieve better results, a large amount of data must
be labelled for model training, and the cost of manual labelling becomes an urgent problem to be solved [11].
Another more serious problem is that the output of the current word features of the recurrent neural network
depends on the hidden layer state vector of the output of the previous step, which leads to the network being output
step by step during operation, and it cannot effectively use the parallelisation advantages of GPU and other
accelerated computing devices. Compared with convolutional neural networks, its running speed becomes a
disadvantage.

2.2 Model-based on Pre-training

In 2017, Google published a paper, "Attention is All You Need", that proposed a new network architecture -
Transformer, which has reached a leading level in areas such as machine translation. The principle of the model is
that by using only attention as the basic structure, the problem that the recurrent neural network cannot compute in
parallel is effectively solved. The full exploitation of Transformer's advantages comes from [12] GPT [13], BERT
and other methods proposed in 2018. The basic principle is to use Transformer's network structure for pre-training
in a large corpus to excavate the information in the corpus fully [14]. The pre-trained model should be optimized
more in terms of richness and the number of parameters. Applying the pre-trained model to downstream
information extraction, machine translation and other tasks requires only a small amount of labeled data to achieve
the effect of the previous recurrent neural network.

Since the introduction of the pre-training model, the pattern of pre-training + downstream task tuning has occupied
a central position in natural language processing, and subsequent improvements to the model have also produced
various variants of the pre-training model [15]. On the one hand, these variants make the pre-trained model
perform better on downstream tasks. On the other hand, the running speed of the model is also improved. In
application scenarios such as information extraction and machine translation, it is only necessary to select a
suitable pre-trained model, which can be deployed to the actual use by annotating a small amount of data for
tuning.

2.3 Advantages of Models based on Pre-training
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Natural language processing based on the paradigm of pre-training model + downstream task tuning also has some
disadvantages: First, the number of parameters of pre-training model is huge, for example, the number of
parameters of BERT has reached hundreds of millions, and the direct result is that a pre-training needs to consume
a lot of resources [16]. Google used 64 Tpus to run for four days when training the BERT-Large model, and
OpenAI's GPT-3 [17] model released in 2020 has more than 170 billion participants, and the resources required for
pre-training are surprisingly large.

Most companies are discouraged from pre-training on this scale, and the technology for future large-scale models
may only be mastered by a few large companies. Another problem is the mismatch between the pre-trained model
and the downstream task. Several tasks set in the pre-trained model are completely different from the downstream
information extraction, machine translation, etc., which leads to the fact that the downstream task can not fully
mine the information stored in the pre-trained model in the process of tuning [18].

2.4 Prompt Word-based Approach

To solve the problem of mismatch between the pre-trained model and the downstream task mentioned above, the
prompt word-based approach is proposed, and the third normal form of natural language processing is formed. The
basic principle of this method is that the situation of the downstream task is considered before the pre-training, and
the downstream task is integrated into the model for pre-training during the pre-training stage [19]. This method
can fully mine the information in the pre-trained model, and its advantage is that it only needs less data to achieve
good results in the tuning of downstream tasks, so the goal of small sample learning or even zero sample learning
for many downstream tasks can be realized.

Of course, this paradigm based on prompt words still has the problem of consuming large resources in the
pre-training stage. In fact, since the concept of pre-training was proposed, the concept of large model has always
existed in natural language processing [20]. In the development of recent years, this problem has not only not been
alleviated but has become more and more serious. The parameters could reach 100 trillion.

3. Application Scenario based on Natural Language Processing Technology

3.1 Information Extraction

Information extraction is one of the most successful scenarios of natural language processing applications based on
deep learning [21]. The basic application scenario is to extract the desired information from a text, such as name,
phone number, address, and so on. As far as the security industry is concerned, information extraction also has a
very wide range of applications, such as extracting the address of the crime in the alarm phone, the time of the
crime, etc. [22]; Extract the victim's name, ID card, suspect's name, ID card and so on from the case record; In the
monitoring screen, according to the text watermark in the crime photo, the information such as the time and place
of the crime is extracted.

Typically, information extraction is based on deep learning models such as named entity recognition (NER) and
relational extraction to extract specific information from text, such as name, address, date, etc. In the security
industry, the police can automatically extract key information of the case, such as the time, location and identity
information of the relevant personnel [23], by analyzing alarm calls, case records and surveillance videos, thereby
speeding up the case processing process.
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3.2 Machine Translation

Machine translation is a well-defined application that translates text in one language into text in the target language.
In the actual case handling situation, many case texts are not in Chinese; there are multiple languages and even
small languages, which adds a lot of difficulties for the police to deal with the case. Machine translation can be
timely and accurate to complete the translation of these languages to Chinese, which greatly improves the
efficiency of case handling.

Typically, machine translation utilizes a neural machine translation model, such as a Transformer, to translate text
from one language into another [24]. In case processing, police may need to deal with multilingual texts, and
machine translation can quickly and accurately translate non-Chinese texts into Chinese, helping police understand
and analyse case information from different languages.

3.3 Man-machine Dialogue

A human-machine conversation is a scenario of the standard Turing test, defined as multiple rounds of dialogue
between a machine and a human, with the human being unable to distinguish whether the object of the
conversation is a human or a machine [25]. At present, no model can officially pass the Turing test and be widely
recognized. Still, the human-machine dialogue model established based on deep learning can complete several
rounds of human-machine dialogue. Its effect is enough to solve problems in some practical scenarios, especially
in some professional fields where the quality of human-machine dialogue has been relatively high [26-28]. For the
security industry, for some simple legal advice, case searches, and other needs, voice dialogue robots, voice
assistants, and other tools can be developed to solve the police effectively need to repeatedly answer questions,
handle consultations, and handle other situations.

In general, human-machine conversation models based on deep learning, such as [29] BERT and [30] GPT, can
achieve natural and smooth multi-round conversations. In the security field, the development of voice dialogue
robots can provide police with legal advice, case inquiries and other services to improve work efficiency. Although
it has yet to pass the Turing test, it has demonstrated good interaction in specific scenarios.

3.4 Other Applications

In recent years, the Imagen model released by Google and the [31-35] DALL-E model released by OpenAI has
received great attention in the industry. Its purpose is to convert text into pictures; that is, only one needs to input a
simple text description, and the model can generate the corresponding picture according to the text description. For
example, Baidu released a knowledge-enhanced cross-modal large model - ERNIE-ViLG 2.0 [36], which made a
breakthrough in AI painting and drew a work of "Wenxin Diao Dragon".
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4. Conclusion

Based on the detailed exploration of natural language processing [37-39] (NLP) technology across different eras,
this article delves into its evolution from statistical-based methods to contemporary deep learning approaches.
Initially rooted in statistical models like [40] N-gram language models, which leverage word probabilities
conditioned on preceding words, early NLP aimed at tasks such as machine translation and information extraction
without the need for intricate grammar rules. However, limitations arose from scaling these models due to
exponential parameter growth.

Deep learning ushered in transformative methods like recurrent neural networks (RNNs) and, more recently,
transformer-based architectures. RNNs [41-44] encode words as vectors, facilitating sequential data processing
while minimizing parameter count through parameter sharing. In contrast, transformers like BERT and GPT
leverage attention mechanisms for parallel computation, addressing RNN's sequential processing limitations.
Despite their resource-intensive nature, these pre-trained models have significantly advanced tasks such as
information extraction and machine translation with reduced reliance on annotated data.

In conclusion, while each NLP [45] paradigm—from statistical methods to contemporary deep learning—has its
advantages and drawbacks, the field continues to evolve towards more efficient and effective models capable of
handling complex linguistic tasks across diverse applications.
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