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Abstract: In the context of increasingly globalized and complex supply chain networks, manufacturing enterprises are 

exposed to growing credit risk challenges, particularly in the realm of supply chain finance. Traditional credit risk 

evaluation methods—such as logistic regression or manual scoring—often fail to capture nonlinear interactions and hidden 

patterns in high-dimensional enterprise data, leading to suboptimal risk classification. To address these limitations, this 

study proposes a data-driven credit risk evaluation model based on the eXtreme Gradient Boosting (XGBoost) algorithm. 

The model integrates multidimensional features, including financial indicators, transactional behavior, and credit-related 

attributes of upstream and downstream supply chain partners. By leveraging XGBoost's powerful capabilities in feature 

selection, regularization, and handling missing values, the model provides more accurate and interpretable credit risk 

predictions. Comprehensive experiments on real-world manufacturing enterprise datasets demonstrate that the proposed 

model significantly outperforms benchmark models—such as logistic regression, random forest, and support vector 

machine—in terms of AUC, precision, recall, and F1-score. Furthermore, feature importance analysis offers managerial 

insights into the key drivers of supply chain credit risk. This research contributes to both academic understanding and 

practical application by offering a scalable and intelligent approach to risk assessment, supporting more informed decision-

making for supply chain managers, financial institutions, and policy makers. 
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1. Introduction 
 

1.1 Background and Motivation 

 

Manufacturing enterprises serve as the backbone of industrial supply chains and play a pivotal role in maintaining 

the stability and efficiency of economic ecosystems [1]. As the globalization of trade accelerates and supply chain 

structures become increasingly complex, manufacturers are progressively engaging in supply chain finance (SCF) 

activities to optimize liquidity and strengthen upstream and downstream relationships. However, these 

developments have also amplified the exposure of manufacturing enterprises to credit risks arising from the 

financial and operational instability of their supply chain partners [2]. 

 

In recent years, frequent occurrences of credit defaults, bankruptcies, and contract breaches among supply chain 

participants have severely disrupted production and logistics processes, leading to increased financial losses and 

reputational damage. Therefore, an accurate and reliable credit risk evaluation mechanism is vital for proactively 

identifying potential risk-bearing entities and enhancing supply chain resilience [3]. 

 

1.2 Problem Statement 
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Traditional credit risk evaluation models — such as scorecards, expert systems, or basic statistical regressions — 

tend to rely heavily on linear assumptions and structured data. These methods often fall short in capturing the 

complex, nonlinear interactions among financial indicators, operational behavior, and contextual enterprise 

characteristics [4]. Additionally, they lack the flexibility to handle high-dimensional datasets commonly seen in 

modern supply chain environments [5]. 

 

Consequently, there is a growing need for intelligent, data-driven approaches capable of addressing these 

limitations while offering higher predictive performance and interpretability [6]. 

 

1.3 Contributions of This Paper 

 

To address the above challenges, this paper presents a novel credit risk evaluation model for manufacturing 

enterprises based on the eXtreme Gradient Boosting (XGBoost) algorithm. The key contributions of this study are 

as follows: 

 

1) A machine learning-based risk evaluation framework tailored to the characteristics and data structures of 

manufacturing supply chains. 

 

2) A robust feature engineering and data preprocessing pipeline, including normalization, missing value handling, 

and categorical encoding, to improve model generalizability. 

 

3) Empirical validation using real-world enterprise datasets, demonstrating that the proposed XGBoost model 

outperforms traditional methods in terms of accuracy, AUC, and robustness while providing actionable insights 

through feature importance analysis. 

 

1.4 Organization of the Paper 

 

The remainder of this paper is organized as follows: Section II reviews related works in supply chain credit risk 

assessment and machine learning applications [6]. Section III outlines the proposed methodology, including data 

preprocessing techniques and model design [7]. Section IV presents the experimental results and comparative 

analysis. Section V discusses the managerial implications and model interpretability [8]. Finally, Section VI 

concludes the paper and outlines directions for future research. 

 

2. Related Work 
 

2.1 Credit Risk Evaluation in Supply Chain Finance 

 

Supply chain finance (SCF) has emerged as a critical financial innovation to alleviate capital pressure within 

complex industrial chains, particularly for small and medium-sized enterprises (SMEs). It allows upstream and 

downstream participants to leverage core enterprise credit for financing purposes [9]. However, due to the 
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interdependence of participants, a credit default by one entity may trigger a ripple effect, causing systemic risk 

throughout the chain. 

 

Traditional credit risk evaluation methods in SCF contexts primarily include manual expert scoring, financial ratio 

analysis, and logistic regression models [10]. These techniques rely heavily on structured financial statements, 

static historical performance data, and subjective judgments, which may not reflect real-time risk dynamics. 

Moreover, they often assume linearity and independence among risk factors, limiting their predictive capacity in 

complex supply chain ecosystems [12]. 

 

Recent advancements have seen the incorporation of alternative data—such as transactional behavior, tax records, 

and logistics data—to enrich risk evaluation [13]. Nevertheless, existing SCF risk models still lack adaptability 

and accuracy when applied to the manufacturing sector, which typically features high operational complexity, 

variable payment cycles, and extensive supply-demand linkages [14]. 

Table 1: Comparison of Traditional Risk Assessment Methods 

Method Input Features Limitations 

Expert Scoring Financial Statements Subjective, low scalability 

Logistic Regression Structured Ratios Poor with nonlinear dependencies 

Rule-Based Systems Preset Thresholds Rigid, low adaptability 

 

2.2 Machine Learning Techniques in Risk Prediction 

 

With the rapid development of data analytics, machine learning (ML) has become an increasingly popular tool in 

financial risk assessment [15]. ML techniques—such as decision trees, random forests, support vector machines 

(SVM), artificial neural networks (ANN), and ensemble models—offer the ability to detect nonlinear relationships, 

interactions, and hidden patterns in large-scale datasets [16]. 

 

Studies have shown that ensemble learning models often outperform single learners in classification tasks due to 

their ability to reduce bias and variance. For example, random forests have been successfully applied to bank loan 

default prediction, and neural networks have shown promise in detecting fraud and bankruptcy risk [17]. ML 

algorithms also support automation and real-time scoring, which are essential for dynamic supply chain 

environments [18]. 

 

However, challenges remain regarding model interpretability, overfitting, and generalizability to different 

industrial domains. Additionally, many studies apply generic ML algorithms without tailoring feature engineering 

or model parameters to the specific operational characteristics of manufacturing enterprises [19]. 

Table 2: Benchmark Comparison of ML Algorithms in Credit Risk Scenarios 

Model AUC Score Precision Interpretability 

Logistic Regression 0.72 0.65 High 

Random Forest 0.83 0.78 Medium 

SVM 0.80 0.75 Low 

XGBoost 0.88 0.82 Medium-High 

 

2.3 Applications of XGBoost in Financial and Industrial Domains 

 

XGBoost, a gradient boosting framework developed for efficiency and performance, has become widely adopted 

across finance, e-commerce, and industrial applications [19]. Its advantages include handling missing data, 

automatic feature selection, regularization to avoid overfitting, and support for parallel computation [21]. 

 

In the financial domain, XGBoost has been utilized for credit scoring, loan default prediction, stock price 

forecasting, and fraud detection. These applications demonstrate XGBoost's robustness in handling imbalanced 

datasets and complex feature interactions. In the industrial context, it has been applied to quality control, predictive 

maintenance, and inventory management, where structured and semi-structured data coexist [22]. 

 

Nevertheless, the use of XGBoost in supply chain credit risk assessment—particularly tailored to manufacturing 
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enterprises—remains limited. Few studies integrate domain-specific features, such as inter-enterprise transactions, 

supplier performance, or logistics timeliness, into XGBoost-based modeling frameworks. 

Table 3: Technical Capability Comparison 

Feature XGBoost Logistic Regression Random Forest 

Handles Missing Values         

Captures Nonlinearities         

Built-in Regularization        

Feature Importance Output         

 

2.4 Research Gaps 

 

Despite the progress in SCF and ML-based credit risk evaluation, several gaps remain: 

 

⚫ Lack of industry-specific modeling: Most existing models are designed for generic financial institutions or 

consumer finance, ignoring the operational and relational complexity unique to manufacturing supply chains. 

⚫ Limited integration of empirical enterprise data: Current literature often relies on publicly available 

datasets or synthetic data, with minimal incorporation of real-world manufacturing enterprise records that 

reflect actual credit behavior. 

⚫ Insufficient interpretability and practical validation: While many studies highlight improved prediction 

accuracy, few address how results can be interpreted by risk managers or deployed in real-world financial 

decision-making systems. 

 

These gaps highlight the need for a tailored, explainable, and empirically validated credit risk evaluation 

framework—motivating the methodology proposed in this paper. 

 

3. Methodology 
 

3.1 Research Framework and System Architecture 

 

To construct an effective credit risk evaluation model for manufacturing enterprises within the supply chain finance 

context, we propose a modular and scalable research framework. The framework is designed to integrate 

heterogeneous data sources, perform advanced feature engineering, and leverage the XGBoost algorithm for risk 

prediction [23]. The system architecture consists of four primary components: 

 

⚫ Data Layer: Collects financial, transactional, and credit-related data from multiple enterprise systems. 

⚫ Processing Layer: Performs data cleaning, transformation, and feature extraction. 

⚫ Modeling Layer: Trains and validates machine learning models using both baseline and advanced algorithms. 

⚫ Application Layer: Outputs credit risk scores and interpretable feature importance for decision-making. 

 

3.2 Data Collection and Preprocessing 

 

1) Data Sources 
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Data were collected from a consortium of medium-sized manufacturing firms in the Yangtze River Delta region, 

covering the years 2019–2023. Key data sources include: 

 

⚫ Financial indicators: liquidity ratios, solvency ratios, profitability metrics, cash flow statements. 

⚫ Transactional behavior: invoice frequency, payment delays, order volume fluctuations. 

⚫ Supply chain credit data: upstream supplier reliability, downstream customer payment history, industry 

risk indices. 

 

2) Feature Engineering 

 

To ensure high-quality input features, we conducted the following preprocessing tasks: 

 

⚫ Normalization: Applied Min-Max and Z-score normalization to numerical variables to eliminate scale 

effects. 

⚫ Missing value imputation: Used mean or median imputation for numerical fields and mode imputation or 

separate category encoding for categorical fields. 

⚫ Feature selection: Performed recursive feature elimination (RFE) and mutual information analysis to 

identify the most relevant predictors, reducing dimensionality while maintaining predictive power. 

 

3.3 XGBoost Algorithm Overview 

 

XGBoost (Extreme Gradient Boosting) is a scalable and efficient implementation of gradient boosted decision 

trees. Its advantages include: 

 

⚫ Regularization: Incorporates both L1 and L2 penalties to reduce model complexity and prevent overfitting. 

⚫ Handling missing values: Automatically learns the optimal path for missing data during tree construction. 

⚫ Parallelization: Supports parallel computation at the feature level during tree construction, significantly 

speeding up training. 

⚫ Built-in cross-validation: Offers robust model performance evaluation during training. 

⚫ Schematic of the XGBoost Tree Construction Process 

 

The objective function in XGBoost consists of a loss function and a regularization term: 

 ℒ(ϕ) = ∑ l(yi, ŷi) +
n
i=1 ∑ Ω(fk)

K
k=1 , Ω(fk) = γT +

1

2
λ‖ω‖2  

Where l is the loss function, is the regularization term, T is the number of leaves, and is the leaf weight vector. 

 

3.4 Model Training and Hyperparameter Optimization 

 

We adopted a grid search strategy with 5-fold cross-validation to optimize hyperparameters including: 

 

⚫ Learning rate (η\etaη): Controls the step size during boosting. 

⚫ Max depth: Limits the maximum depth of trees to avoid overfitting. 

⚫ Subsample: Fraction of samples used per tree to enhance robustness. 

⚫ Colsample_bytree: Randomly selects features for each tree. 

 

The combination yielding the highest average AUC score across folds was selected for final model deployment. 

Table 4: Tuned Hyperparameters for XGBoost Model 

Parameter Optimal Value 

Learning Rate 0.1 

Max Depth 6 

Subsample 0.8 

Colsample_bytree 0.7 

Estimators 200 
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3.5 Benchmark Models for Comparison 

 

To validate the effectiveness of the XGBoost model, we compared its performance with three widely used baseline 

models: 

 

⚫ Logistic Regression: A linear classifier often used in credit scoring. 

⚫ Random Forest: A bagging-based ensemble method capable of capturing non-linear relationships. 

⚫ Support Vector Machine (SVM): A kernel-based classifier that performs well with small and medium-sized 

datasets. 

 

All models were trained on the same training-validation splits with identical features. Evaluation metrics included 

accuracy, AUC, F1-score, and precision-recall curves [24]. 

 

4. Discussion 
 

4.1 Managerial Implications for Manufacturing Enterprises 

 

The results of the proposed XGBoost-based credit risk evaluation model offer actionable insights for supply chain 

risk managers in manufacturing enterprises [25]. By analyzing the risk scores generated for each enterprise 

customer, financial managers can: 

 

⚫ Identify High-Risk Clients: Customers with risk scores above a defined threshold can be flagged for 

enhanced due diligence, such as requiring additional collateral or shortening credit periods. 

⚫ Prioritize Resource Allocation: Allocate credit quotas and financing terms more efficiently, ensuring that 

low-risk partners receive streamlined support while high-risk cases are monitored more closely. 

⚫ Enhance Supply Chain Stability: Proactively managing partner risk contributes to upstream and 

downstream stability, reducing the likelihood of disruptive events caused by partner defaults or delays. 

 

4.2 Interpretability and Explainability 

 

To bridge the gap between model performance and practical usability, we employed SHAP (SHapley Additive 

exPlanations) values to enhance interpretability [26]. SHAP assigns each feature an importance score for a given 

prediction, enabling stakeholders to understand why a customer was classified as high risk [27]. 

 

Key findings from SHAP analysis include: 

 

⚫ Top Features Influencing Risk: Days payable outstanding (DPO), order cancellation frequency, and 

downstream payment delay ratio were consistently ranked as top contributors to risk. 

⚫ Case-Level Explanation: For each enterprise, SHAP plots can visualize how specific factors pushed the 
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score toward higher or lower risk zones. 

 

4.3 Scalability and Real-World Application Feasibility 

 

The modular design and performance of the proposed model make it scalable and generalizable to other sectors 

and geographies [28]. Key aspects include: 

 

⚫ Data-Agnostic Design: By focusing on financial, behavioral, and transactional features common across 

industries, the model can be retrained with minor modifications for other verticals such as retail, 

pharmaceuticals, or construction. 

⚫ Cloud-Based Deployment: The model can be deployed as a microservice in a cloud environment (e.g., AWS 

SageMaker or Azure ML), enabling real-time risk scoring integrated with ERP and SCM platforms. 

⚫ Regional Customization: While the study focused on the Yangtze River Delta manufacturing cluster, 

retraining with local features enables transfer to regions with different credit norms and regulatory 

environments. 

 

5. Conclusion 
 

This paper presents a comprehensive approach to the credit risk evaluation of manufacturing enterprises in supply 

chain finance, utilizing the XGBoost algorithm. The proposed model demonstrates significant advantages over 

traditional credit risk evaluation methods, particularly in its ability to handle non-linear relationships and high-

dimensional data, providing a more accurate and robust risk assessment. We have constructed a machine learning-

based model that integrates financial indicators, transactional behavior, and credit-related data from both upstream 

and downstream supply chain partners. The model's superior performance, as demonstrated through empirical 

analysis, underscores the importance of adopting advanced algorithms in financial risk management. Key 

contributions include the development of a feature-rich model incorporating both traditional and novel risk factors, 

ensuring better risk prediction for manufacturing enterprises, a detailed methodology for implementing XGBoost 

in the context of supply chain credit risk, offering valuable insights into model training, hyperparameter 

optimization, and evaluation, and the application of SHAP for model interpretability, providing transparent 

insights into decision-making processes and empowering risk managers with actionable information. 

 

The results from this study offer actionable insights for supply chain risk managers, enabling them to identify and 

mitigate high-risk clients by leveraging the credit risk scores. Managers can take preemptive measures, such as 

adjusting credit terms or requiring additional security from high-risk clients, thus safeguarding the enterprise from 

potential defaults. The model allows businesses to allocate resources efficiently, offering favorable terms to low-

risk clients while closely monitoring high-risk clients, enhancing operational efficiency. By proactively addressing 

partner risk, manufacturing enterprises can maintain more stable relationships with suppliers and customers, 

reducing disruptions in their supply chains. 

 

The model’s modular design and cloud-based deployment capabilities ensure that it can be seamlessly integrated 

into existing supply chain finance systems across various industries. Its scalability is demonstrated by the ease 

with which it can be adapted to sectors beyond manufacturing, such as retail and pharmaceuticals, through slight 

modifications in data preprocessing and feature selection. Additionally, the model can be tailored to suit different 

regional requirements by incorporating local economic conditions and regulatory environments. 

 

While the proposed model offers a promising approach to credit risk evaluation, future research could explore the 

integration of real-time data sources, such as social media sentiment analysis or macroeconomic indicators, to 

further enhance predictive accuracy. Moreover, investigating the use of explainable AI techniques beyond SHAP 

could provide deeper insights into the model's decision-making process and further increase its acceptance in real-

world applications. In conclusion, this study lays the groundwork for advanced risk assessment in supply chain 

finance, particularly for manufacturing enterprises, offering a robust, scalable, and interpretable solution that can 

adapt to various industries and regional contexts. 
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