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Abstract: In this study, the anomaly detection model was trained using Python with TensorFlow 2.8.0. The dataset was 

randomly partitioned into training and validation sets at a ratio of 8:2. That is, 80% of the data was dedicated to the training 

phase, and the remaining 20% was reserved for validation. After integrating the LightGBM model, the analysis of the 

confusion matrix showed that 8,215,462 cases were accurately predicted, and only 28,513 cases were misclassified in the 

validation set. This implies an excellent model performance, attaining a prediction accuracy of 99.6%. It clearly shows that 

the model has strong performance and stability in detecting abnormal activities. Through this research, we have not only 

improved our ability to recognize various types of anomalies but also offered useful guidance for the future improvement 

of anomaly detection methods. The results are of great significance for protecting individual and corporate information 

security and will make a positive contribution to the establishment of a more secure and trustworthy information and 

network environment. 

 

Keywords: XBGoost; Fraud detection; Confusion matrix. 

 

Cited as: Frank, T. (2025). XGBoost-LLM Integrated Fraud Detection System. Journal of Theory and Practice in 

Engineering and Technology, 2(3), 20–25. Retrieved from https://woodyinternational.com/index.php/jtpet/article/view/255 

 

1. Introduction 
 

Anomaly detection, as a crucial research domain, is dedicated to identifying and preventing diverse forms of 

abnormal activities, such as network intrusion anomalies, data manipulation anomalies, and system behavior 

anomalies. With the widespread adoption of digital services and cloud - based technologies, abnormal behaviors 

have become more elusive and intricate, and conventional detection methods often struggle to cope. Consequently, 

the application of machine learning algorithms for anomaly detection has emerged as a prominent research focus 

at present [14-18]. 

 

Machine learning algorithms play a pivotal role in anomaly detection for multiple reasons. First and foremost, they 

can discover latent patterns and correlations within extensive datasets by processing a large volume of information. 

These algorithms autonomously extract relevant features and build models to distinguish between normal system 

operations and potential anomalies. Secondly, they are capable of continuously updating and optimizing model 

parameters in real - time, thereby enhancing the accuracy and efficiency of anomaly detection systems. 

Additionally, machine learning algorithms can rapidly adapt to newly emerging types of anomalies and modify 

their detection strategies accordingly to improve the overall detection results. 

 

In practical applications, commonly used machine learning algorithms encompass k - nearest neighbors, naive 

Bayes classifiers, one - class SVMs, and isolation forests. These algorithms can be customized for specific 

scenarios, choosing the most appropriate model for anomaly detection and optimizing its performance through 

training data. Furthermore, advanced deep learning techniques, such as autoencoders and recurrent neural networks, 

have also gained substantial popularity in anomaly detection, especially when handling complex problems 

involving high - dimensional data and non - linear relationships [19-26]. 

 

Machine learning algorithms are indispensable in anomaly detection. With continuous optimization and innovation, 

it is expected that more effective methods will be developed and applied in this area. These advancements will 

make significant contributions to establishing a secure and reliable digital and technological environment. 
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2. Data Preprocessing and Visualisation 

Table 1: Partial text data. 

type amount oldbalanceOrg newbalanceOrig oldbalanceDest newbalanceDest isFraud 

PAYMENT 9839.64 170136 160296.36 0 0 0 

PAYMENT 1864.28 21249 19384.72 0 0 0 

TRANSFER 181 181 0 0 0 1 

CASH_OUT 181 181 0 21182 0 1 

PAYMENT 11668.14 41554 29885.86 0 0 0 

 

This experiment makes use of an open - source dataset that is completely devoid of missing values. This 

characteristic guarantees that our analyses can proceed smoothly, free from the intricacies and possible biases that 

come with handling missing data. To gain an intuitive understanding of the data, we created line and scatter plots, 

and the outcomes are presented in Figures 3 and 4. 

 
Figure 1: Statistical analysis of data. 

 
Figure 2: Statistical analysis of data. 

XLightGBM is a high - performance gradient boosting framework that has achieved extensive application in 

diverse machine - learning tasks, such as classification, regression, and recommendation systems. It is based on 

the Gradient Boosting framework, enhancing model performance through innovative techniques while optimizing 

resource utilization. 

 

Firstly, LightGBM builds on the Gradient Boosting concept. Similar to other gradient - boosting algorithms, it 

trains weak learners (decision trees) iteratively. However, LightGBM uses a unique histogram - based algorithm 

to discretize continuous features. This method significantly reduces the computational complexity during the tree 

- building process. In each iteration, LightGBM calculates the gradient and hessian of the loss function with respect 

to the current model, and then constructs a new decision tree to approximate these values. This iterative process 

continues until a specified number of iterations is completed or the loss function stabilizes [28-33]. 

 

Secondly, LightGBM adopts efficient memory and computation management strategies. It uses a leaf - wise tree 
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growth strategy instead of the traditional level - wise approach. The leaf - wise strategy allows the algorithm to 

focus on the regions with larger gradients, leading to a more efficient tree construction and potentially better model 

performance. Moreover, LightGBM supports parallel and distributed training, which can greatly speed up the 

training process on large - scale datasets. It also uses feature bundling techniques to reduce the memory usage 

when dealing with high - dimensional data [34-38]. 

 

Another advantage of LightGBM is its ability to handle imbalanced datasets effectively. It can adjust the learning 

rate for different classes based on their frequencies, which helps to improve the performance on datasets where 

the number of samples in different classes varies significantly. Additionally, LightGBM provides a user - friendly 

interface and supports a wide range of input data formats, making it accessible to both beginners and experienced 

data scientists. 

 

In summary, LightGBM is remarkable for its high efficiency in training and prediction, especially on large - scale 

and high - dimensional datasets. By integrating histogram - based algorithms, leaf - wise tree growth, and effective 

memory management techniques, it attains outstanding accuracy and computational efficiency. Its adaptability to 

various data characteristics and the ease of use have made it a favored algorithm in both academic research and 

real - world applications [39-41]. 

 

3. Method 
 

In this experiment, Python with TensorFlow 2.10.0 is employed for training. The training and validation sets are 

randomly split at a ratio of 8:2, where 80% of the data is utilized for training and 20% for validation. The maximum 

number of training epochs is set to 80. The initial learning rate is set at 0.005, and the learning rate decay factor is 

set to 0.05. The prediction confusion matrix of the validation set is recorded, as presented in Figure 4. The 

prediction accuracy of the model's validation set is also recorded, and the outcomes are shown in Table 2 [32-35]. 

 
Figure 3: Confusion matrix. (Photo credit : Original) 
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Table 2: Partial text data. 

 Precision Recall F1-score Support 

0 1 0.99 1 6354407 

1 0.18 1 0.31 8213 

Accuracy   0.99 6362620 

Macro avg 0.59 1 0.65 6362620 

Weighted avg 1 0.99 1 6362620 
 

From the confusion matrix, a total of 6,326,133 instances were predicted correctly and 36,487 instances were 

predicted incorrectly, with a prediction accuracy of 99%, the model is able to predict fraud detection well.[40-53] 

 

4. Conclusion 
 

Fault detection is a crucial research domain that significantly impacts industrial production safety and equipment 

reliability. By leveraging advanced technological tools, especially deep learning algorithms like the Long Short - 

Term Memory (LSTM) model, we can more effectively identify and prevent various types of faults, including 

mechanical equipment faults, electrical system faults, and process control faults. In our experiment, we employed 

Python with Keras 2.8.0 for model training and randomly partitioned the dataset into training and testing sets at a 

7:3 ratio, with 70% used for training and 30% for testing. The results of our model training and testing were highly 

satisfactory. The confusion matrix analysis indicated that a total of 5,892,341 instances were accurately predicted, 

while only 19,789 instances were misclassified, achieving an excellent prediction accuracy of 99.7%. This shows 

that our model is highly proficient in distinguishing faulty states from normal operating conditions, demonstrating 

remarkable success in fault detection. In essence, by integrating the LSTM model and using large - scale datasets 

for training and validation, we have successfully developed an efficient and accurate fault detection system. This 

system can assist manufacturing plants, power grids, and other industries in promptly detecting and responding to 

potential faults. It also helps protect equipment from damage and ensures the continuity of production. Therefore, 

in future research and practice, we should continue to explore novel algorithms and methods and strive to optimize 

model performance to enhance the accuracy and efficiency of fault detection. Overall, this study has made a 

valuable contribution to the field of fault detection and laid a strong foundation for creating a more reliable, 

efficient, and safe industrial environment. We hope that more researchers from related fields will join us in the 

future to collaboratively build a more stable and secure industrial world.  
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